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The problem which imbeds a given $n$ dimensional space $S_n$ of constant curvature $K$ into an another $N$ dimensional space $\bar{S}_N$ of constant curvature $\bar{K}$ isometrically was researched by A. Fialkow\(^1\) and A. E. Liber\(^2\). The results obtained by A.E. Liber are as follows:

Theorem. The minimum values of $N$ are given by

(a) $N = n + 1$, if $K < 0$ and $\bar{K} \geq 0$,
(b) $N = n + 1$, if $K = 0$ and $\bar{K} > 0$,
(c) $N = 2n - 1$, if $K > 0$ and $\bar{K} \leq 0$,
(d) $N = 2n - 1$, if $K = 0$ and $\bar{K} < 0$.

In this paper we shall prove the following theorem, but I could not deal with (c) of the above one in our method.

Theorem. Let $S_n$, $\bar{S}_N$ be spaces of constant curvature with $K$, $\bar{K}$ respectively. Then

(A) if $\bar{K} > K$ and $N = n + 1$,

(B) if $\bar{K} < K = 0$ and $N = 2n - 1$,

a given $S_n$ can be imbedded in any $\bar{S}_N$ isometrically in either case.

A. Fialkow has obtained the results corresponding to (A) in a different manner.

Let $S_n$ be a given $n$ dimensional space of constant curvature, $P e_1, \ldots, e_n$ be its frame. Then the infinitesimal displacement of frames is defined with Pfaffian forms $\omega_i$, $\omega_{ij}(i, j = 1, \ldots, n)$ by the equations

$$dP = \sum_{i=1}^{n} \omega_i e_i$$

$$\text{De}_i = \sum_{j=1}^{n} \omega_{ij} e_j, \quad \omega_{ij} + \omega_{ji} = 0,$$


where \( D \) denotes the covariant differentiation. The equations of structure are given by

\[
d\omega_i = \sum_{j=1}^{n} [\omega_j \omega_{ij}],
\]

\[
d\omega_{ij} = \sum_{k=1}^{n} [\omega_{ik} \omega_{kj}] - \frac{1}{2} \sum_{k, h=1}^{n} R_{ijklh} [\omega_k \omega_{nh}],
\]

\[
R_{ijklh} = K(\delta_{ih} \delta_{jk} - \delta_{ik} \delta_{jh}).
\]

In the same manner, for a \( N \) dimensional space \( \tilde{S}_n \) of constant curvature in which \( S_n \) is imbedded, the following equations hold good.

\[
d\tilde{P} = \sum_{i=1}^{N} \tilde{\omega}_i \tilde{e}_i
\]

\[
D\tilde{e}_i = \sum_{j=1}^{N} \tilde{\omega}_{ij} \tilde{e}_j, \quad \tilde{\omega}_{ij} + \tilde{\omega}_{ji} = 0,
\]

(2)

\[
d\tilde{\omega}_i = \sum_{j=1}^{N} [\tilde{\omega}_j \tilde{\omega}_{ij}],
\]

\[
d\tilde{\omega}_{ij} = \sum_{k=1}^{N} [\tilde{\omega}_{ik} \tilde{\omega}_{kj}] - \frac{1}{2} \sum_{k, h=1}^{N} \tilde{R}_{ijklh} [\tilde{\omega}_k \tilde{\omega}_{nh}],
\]

\[
\tilde{R}_{ijklh} = \tilde{K}(\delta_{ih} \delta_{jk} - \delta_{ik} \delta_{jh}),
\]

where \( i, j, k, h \) run over 1, \( \ldots \), \( N \).

§ 1. Proof of (A). We shall prove that \( S_n \) can be imbedded in \( \tilde{S}_n \), \( (N=n+1) \), when \( H = K - K > 0 \). Let \( \tilde{S}_n \) be the isometric image of \( S_n \) in \( \tilde{S}_{n+1} \). We attach to each point \( P \) of \( S_n \) a frame \( P\tilde{e}_1 \ldots \tilde{e}_n \) with an arbitrary analytic law. In \( \tilde{S}_{n+1} \) if we take \( \tilde{e}_{n+1} \) as the normal to \( \tilde{S}_n \),

\[
\tilde{\omega}_{n+1} = 0
\]

holds good along \( \tilde{S}_n \). And as \( \tilde{S}_n \) is isometric with \( S_n \), we can take a frame \( \tilde{P}\tilde{e}_1 \ldots \tilde{e}_{n+1} \) at each point of \( \tilde{S}_n \) such that the equations

\[
(4) \quad \tilde{\omega}_i = \tilde{\omega}_i, \quad (i=1, \ldots, n),
\]

hold good. Conversely among the most general frames in \( \tilde{S}_{n+1} \), i.e. the frames which is free completely, if we can find a system of frames satisfying (3) and (4), \( \omega_i \) being given linearly independent Pfaffian forms, our imbedding is possible. Therefore it is sufficient to prove that the differential system (3) and (4) has at least an \( n \) dimensional solution. To obtain a closed differential system we form the exterior derivatives of (3) and (4). Forming the exterior derivative of (3), we get, by making use of (4),

\[
(5) \quad \sum_{i=1}^{n} [\omega_i \tilde{\omega}_{i+1}] = 0.
\]

From (4) by exterior differentiation we obtain

\[
\sum_{i=1}^{n} [\omega_i (\tilde{\omega}_{ij} - \omega_{ij})] = 0, \quad (j=1, \ldots, n).
\]
Then, by the well known method, from the above equations we get

\begin{equation}
\omega_{ij} = \omega_{ij}, \quad (i, j = 1, \ldots, n).
\end{equation}

Furthermore forming the exterior derivative of (6), the equations

\begin{equation}
[\tilde{\omega}_{in+1}\tilde{\omega}_{jn+1}] = \frac{1}{2} \sum_{k, h=1}^{n} H(\partial_{ik}\partial_{jh} - \partial_{ih}\partial_{jk})[\omega_{k}\omega_{h}]
\end{equation}

are obtained.

Therefore our problem is reduced to whether the closed differential system

\begin{align}
(4) & \quad \tilde{\omega}_{i} = \omega_{i} \\
(5) & \quad \tilde{\omega}_{n+1} = 0, \quad (i, j = 1, \ldots, n), \\
(6) & \quad \tilde{\omega}_{ij} = \omega_{ij}, \\
(7) & \quad \sum_{i=1}^{n} [\omega_{i}\tilde{\omega}_{in+1}] = 0, \\
(8) & \quad \sum_{i=1}^{n} [\omega_{i}\tilde{\omega}_{jn+1}] = 0, \\
(9) & \quad \sum_{i=1}^{n} [\omega_{i}\tilde{\omega}_{kn+1}] = 0.
\end{align}

has at least an \( n \) dimensional solution or not.

Let \( \tilde{\omega}_{in+1} = \sum_{j=1}^{n} \tilde{\gamma}_{ij} \omega_{j} \) be the \( n \) dimensional integral element\(^3\) of (I), (II).

Then from (II), we get

\begin{align}
(8) & \quad \tilde{\gamma}_{ij} = \xi_{ij}, \\
(9) & \quad \tilde{\gamma}_{ik}\tilde{\gamma}_{jk} - \tilde{\gamma}_{ik}\tilde{\gamma}_{jk} = H(\partial_{ij}\partial_{jk} - \partial_{ik}\partial_{jk}).
\end{align}

Now we define \( \tilde{\gamma}_{ij} \) by the equations

\begin{equation}
\tilde{\gamma}_{ij} = \sqrt{H} \partial_{ij},
\end{equation}

then (10) satisfy (8) and (9), so

\begin{equation}
(III) \quad \tilde{\omega}_{kn+1} = \sqrt{H} \omega_{i}, \quad (i = 1, \ldots, n),
\end{equation}

define an \( n \) dimensional integral element of the system (I) and (II). As any solution of the linear differential system (I) and (III) is a solution of the system (I) and (II), in place of dealing with the latter, it is sufficient to prove that the former has an \( n \) dimensional solution, so it is completely integrable. The equations which are obtained by exterior differentiation of equations of (I) are satisfied by (I) and (II), the latter being satisfied by (III) automatically. So it is sufficient to show that the integrable conditions of (III) hold good. Forming the exterior derivative of the first member of (III) we get, by making use of (2) and (4),

\begin{align}
(11) & \quad d\tilde{\omega}_{in+1} = \sum_{k=1}^{n+1} [\tilde{\omega}_{ik}\tilde{\omega}_{kn+1}] - \frac{1}{2} \sum_{k, h=1}^{n+1} \tilde{R}_{in+1kh} [\tilde{\omega}_{k}\tilde{\omega}_{h}] \\
& \quad = \sum_{k=1}^{n+1} [\omega_{ik}\tilde{\omega}_{kn+1}] = \sqrt{H} \sum_{k=1}^{n} [\omega_{ik}\omega_{k}].
\end{align}

\(^3\) E. Cartan. Les systemes differentiels exterieurs et leurs applications geometriques.
On the other hand the exterior derivative of the second member of (III) gives us the equations

\[ d(\sqrt{H} \omega_i) = \sqrt{H} d\omega_i = \sqrt{H} \sum_{k=1}^{n} [\omega_k \omega_{kl}] = \sqrt{H} \sum_{k=1}^{n} [\omega_k \omega_k], \]

which equal to (11). Hence the system (I) and (III) is completely integrable, so the system (I) and (II) has an \( n \) dimentsional solution, Hence (A) is proved.

§ 2. Proof of (B). In the next place we shall prove that \( S_n \) with \( K=0 \) can be imbedded in \( \tilde{S}_n \) \( (N=2n-1) \), when \( \tilde{K}<0 \). By the analogous reason with that the proof of (A) was done, our imbedding problem is reduced to whether the differential system

(12) \[ \tilde{\omega}_i = \omega_i, \quad (i=1, \ldots, n), \]

(13) \[ \tilde{\omega}_\alpha = 0, \quad (\alpha=n+1, \ldots, 2n-1), \]

has at least an \( n \) dimensional solution or not. As the exterior derivative (12) we get

\[ \sum_{j=1}^{n} [\omega_i (\tilde{\omega}_{ij} - \omega_{ij})] = 0. \]

Hence we have

(14) \[ \tilde{\omega}_{ij} = \omega_{ij}, \quad (i, j=1, \ldots, n). \]

By the same process we get from (13)

(15) \[ \sum_{i=1}^{n} [\omega_i \tilde{\omega}_{ia}] = 0. \]

Furthermore to obtain the closed system, forming the exterior derivative of (14),

(16) \[ \sum_{a=n+1}^{2n-1} [\tilde{\omega}_{ia} \tilde{\omega}_{ia}] = \frac{1}{2} \tilde{K} \sum_{k, l=1}^{n} (\delta_{lk} \delta_{j,h} - \delta_{li} \delta_{j,k}) [\omega_k \omega_h], \]

after some computation by making use of (2), (12) and (14). Hence the equations with which we shall deal are the following closed differential system:

\[
\begin{align*}
(12) & \quad \tilde{\omega}_i = \omega_i, \\
(13) & \quad \tilde{\omega}_\alpha = 0, \\
(14) & \quad \tilde{\omega}_{ij} = \omega_{ij}, \\
(15) & \quad \sum_{i=1}^{n} [\omega_i \tilde{\omega}_{ia}] = 0, \\
(16) & \quad \sum_{a=n+1}^{2n-1} [\tilde{\omega}_{ia} \tilde{\omega}_{ia}] = \frac{1}{2} \tilde{K} \sum_{k, l=1}^{n} (\delta_{lk} \delta_{j,h} - \delta_{li} \delta_{j,k}) [\omega_k \omega_h].
\end{align*}
\]

Let \( \tilde{\omega}_{ia} = \sum_{k} \pi_{atk} \omega_k \) be the \( n \) dimensional integral element of (IV) and (V). Then by the fact that they must satisfy (V), the equations,

(17) \[ \pi_{atk} = \pi_{akt}, \]
(18) \[ \sum_{\alpha=\eta+1}^{2n-1} (\pi_{\alpha\eta}a_{\eta\alpha} - \pi_{\alpha\eta}p_{\eta\alpha}) = \tilde{K}(\delta_{\eta\alpha}g_{\eta\alpha} - \delta_{\eta\alpha}f_{\eta\alpha}), \]
are obtained.

Now if we define \( \pi_{\alpha\eta} \) by the equations

\[
\pi_{\alpha\eta} \begin{cases} = 0, & \text{if } \eta = \kappa, \\ = \pi_{\alpha\eta} > 0, & \text{if } \eta = \kappa, 
\end{cases}
\]

then (17) are satisfied automatically and (18) reduce to the equations

(20) \[ \sum_{\alpha=\eta+1}^{2n-1} \pi_{\alpha\eta}a_{\eta\alpha} = \tilde{K}, \quad (\eta = \kappa). \]

The quantities \( \pi_{\alpha\eta} \) satisfying (20) exist actually, for, in \((n-1)\) dimensional space \( E_{n-1} \), (20) show that the inner products by twos of \( n \) vectors \( \pi_{\alpha} = [\pi_{\alpha\eta}] \) are \( \tilde{K} \). Such vectors, for example, can be obtained by taking the \( n \) vectors which go to each vertex from the center of gravity of a regular \((n-1)\) dimensional simplex. Then the equations

(VI) \[ \tilde{\omega}_{i\alpha} = \pi_{\alpha i} \omega_{i}, \quad (i = 1, \ldots, n; \alpha = n+1, \ldots, 2n-1), \]
with (20) define an \( n \) dimensional integral element of (IV) and (V).

So in place of dealing with (IV), (V), it is sufficient to show that the linear differential system (IV) and (VI) has an \( n \) dimensional solution. As the system (IV) and (VI) is not closed, we shall do so. The exterior derivatives of (IV) are contained in (IV) and (V), and the latter is satisfied by (VI) automatically. Forming the exterior derivative of (VI). From the first member of (VI) we have, by making use of (2), (14) and (VI),

\[
d\tilde{\omega}_{i\alpha} = \sum_{k=1}^{n} [\tilde{\omega}_{ik} \tilde{\omega}_{k\alpha}] + \sum_{\beta=n+1}^{2n-1} [\tilde{\omega}_{i\beta} \tilde{\omega}_{k\alpha}] - \frac{1}{2} \sum_{\kappa, \beta=n+1}^{2n-1} \tilde{R}_{i\kappa\beta\alpha} [\tilde{\omega}_{i\kappa} \tilde{\omega}_{\beta\alpha}] \\
= \sum_{k=1}^{n} \pi_{\alpha k} [\omega_{i\alpha} \omega_{k}] - \sum_{\beta=n+1}^{2n-1} \pi_{\beta k} [\omega_{i\beta} \omega_{k}] 
\]

From the second member of (VI), the equations

\[
d(\pi_{\alpha i} \omega_{i}) = [d\pi_{\alpha i} \omega_{i}] + \pi_{\alpha i} \sum_{k=1}^{n} [\omega_{i\alpha} \omega_{k}] \\
= -[\omega_{i} d\pi_{\alpha i}] + \pi_{\alpha i} \sum_{k=1}^{n} [\omega_{i\alpha} \omega_{k}] 
\]

are obtained. Hence the exterior derivatives of (VI) are following equations.

(21) \[ \sum_{k=1}^{n} [(\pi_{\alpha k} - \pi_{\alpha i}) \omega_{i\alpha} \omega_{k}] = [\omega_{i}, \sum_{\beta=n+1}^{2n-1} \tilde{\omega}_{i\beta} \pi_{\beta i} - d\pi_{\alpha i}]. \]

In this place we shall prove a lemma.

Lemma. In \( S_{n} \) with \( K \geq 0 \), there exists a system of frames satisfying the equations

\[ \omega_{ij} = a(\omega_{i} - \omega_{j}), \quad n\alpha^{2} = K, \quad (i, j = 1, \ldots, n). \]
Proof. We shall show by computation that the integrability conditions are satisfied.

\[ d\omega_{ij} = \sum_{k=1}^{n} [\omega_{ik} \omega_{kj}] - \frac{1}{2} K \sum_{k, h=1}^{n} (\delta_{ik} \delta_{jh} - \delta_{ih} \delta_{jk}) \]

\[ = a^2 \sum_{k=1}^{n} [(\omega_i - \omega_k)(\omega_k - \omega_j)] + K [\omega_i \omega_j] \]

\[ = a^2 \sum_{k=1}^{n} [(\omega_i \omega_k) + [\omega_k \omega_j]] - n a^2 [\omega_i \omega_j] + K [\omega_i \omega_j] \]

\[ = a^2 \sum_{k=1}^{n} [(\omega_i \omega_k) + [\omega_k \omega_j]], \]

\[ d(a(\omega_i - \omega_j)) = d(a(\omega_i - \omega_j)) = a(\sum_{k=1}^{n} [\omega_i \omega_k]) - \sum_{k=1}^{n} [\omega_i \omega_k]) \]

\[ = a^2 \sum_{k=1}^{n} [(\omega_i \omega_k - \omega_i) - [\omega_i (\omega_k - \omega_j])] \]

\[ = a^2 \sum_{k=1}^{n} [(\omega_i \omega_k) + [\omega_i \omega_j]]. \quad q.e.d. \]

As the system of the frames which we chose in \( S_n \) is completely arbitrary, it is allowed that from the beginning we take the one whose existence is proved by the lemma. Then with respect of the system of frames, (21) become the following equations

\[ 0 = a \sum_{k=1}^{n} (\pi_{ak} - \pi_{ak}) [\omega_i \omega_k] = [\omega_i (\sum_{\beta=n+1}^{2n-1} \tilde{\omega}_{ab} \pi_{\beta b} - d\pi_{\alpha b})]. \]

Apparently the above equations are satisfied by the equations

(VII) \[ \sum_{\beta=n+1}^{2n-1} \tilde{\omega}_{ab} \pi_{\beta b} - d\pi_{\alpha b} = 0. \]

Hence to solve our problem, it is sufficient to prove that linear system (IV), (VI) and (VII) is completely integrable. The integrability conditions of (IV) and (VI) are satisfied automatically by (IV), (VI) and (VII). Hence we shall show that the integrability conditions of (VII) are satisfied by (IV), (VI) and (VII). It is performed by computation as follows: Forming the exterior derivative of the first member of (VII), we get

\[ d \left( \sum_{\beta=n+1}^{2n-1} \tilde{\omega}_{ab} \pi_{\beta b} - d\pi_{\alpha b} \right) = \sum_{\beta=n+1}^{2n-1} (d \tilde{\omega}_{ab} \pi_{\beta b} - [\tilde{\omega}_{ab} d\pi_{\beta b}]) \]

\[ = \sum_{\beta=n+1}^{2n-1} \left( \sum_{k=1}^{n} \tilde{\omega}_{ak} \tilde{\omega}_{bk} \right) + \sum_{\gamma=n+1}^{2n-1} \tilde{\omega}_{ab} \tilde{\omega}_{\gamma b} - \frac{1}{2} \sum_{k, h=1}^{n} \tilde{R}_{\alpha bk} \tilde{\omega}_{ak} \tilde{\omega}_{bk} - \tilde{\omega}_{ab} d\pi_{\beta b} \]

\[ = \sum_{\beta=n+1}^{2n-1} \left( \sum_{\gamma=n+1}^{2n-1} \tilde{\omega}_{ab} \pi_{\gamma b} - d\pi_{\alpha b} \right) = 0 \]

by making use of (2), (VI) and (VII). It should be noticed that the equations obtained from exterior differentiation of (20) are satisfied by (VII). Because it holds that

\[ \sum_{a=n+1}^{2n-1} (\pi_{\alpha a} d\pi_{\alpha a} + \pi_{\alpha a} d\pi_{\alpha b}) = 0. \]

Hence the linear differential system (IV), (VI) and (VII) with (20)
is completely integrable, so our imbedding is done. \(q.e.d.\)

In the case that \(K \geq 0\) and \(\bar{K} - K = H < 0\), it follows from (22)

\[
\sum_{\beta = n+1}^{2n-1} \tilde{\omega}_{ab} \pi_{\beta} - \delta \pi_{at} = a \sum_{k=1}^{n} (\omega_{ak} - \omega_{at}) \delta x + \rho_{at} \omega_{t}.
\]

(24)

It seems to be impossible that functions \(\rho_{at}\) are chosen such as (24) satisfy (23).
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